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Quiz 3

Kalman Filter

Consider the process and data models

X(i) = MiX(i− 1) + δi i = 1, . . . , N

Y(i) = HiX(i) + εi, i = 1, . . . , N

with X(0) ∼ N (µ,Σ), εi ∼ N (0,Ri), δi ∼ N (0,Qi). Use the following

formulas for the Kalman Filter to answer the questions

µi|i−1 = Miµi−1|i−1

Σi|i−1 = Qi + MiΣi−1|i−1M
T
i

Ki = Σi|i−1H
T
i

(
HT

i Σi|i−1Hi + Ri

)−1
µi|i = µi|i−1 + Ki

(
y(i)−Hiµi|i−1

)
Σi|i = (I−KiHi) Σi|i−1

for i = 1, . . . , N .

1. Let

x(i) = x(i− 1) + δi i = 1, . . . , N

y(i) = x(i) + εi, i = 1, . . . , N

with x(0) ∼ N (µ, σ2), εi ∼ N (0, 0.25), δi ∼ N (0, 1). Show that the

Kalman gain matrix is

Ki =
1 + Σi−1|i−1

1.25 + Σi−1|i−1
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2. Let

X(i) = MX(i− 1) + δi i = 1, . . . , N

Y(i) = HX(i) + εi, i = 1, . . . , N

with X(0) ∼ N (µ,Σ), εi ∼ N (0,R), δi ∼ N (0,Q). Assume that the

forecasting covariate matrices Σi|i−1 converge to a limit Σ0. That is,

assume there is an I for which Σi|i−1 = Σ0 for all i > I. Derive the

equation

Σ0 = Q + M(Σ0 −Σ0H
T (HΣ0H

T + R)−1HΣ0)M
T
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